On computing the syndrome polynomial in Reed-Solomon decoder
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Abstract. Application of the cyclotomic Fast Fourier Transform algorithm to the syndrome evaluation problem in classical Reed-Solomon decoders is described. A number of complexity reduction tricks is suggested. Application of the algorithm leads to significant reductions in the complexity of syndrome evaluation. Moreover, automatic generation of the program code implementing the described algorithm is possible.

1 INTRODUCTION

One of the most time-consuming steps in classical decoding of Reed-Solomon codes is evaluation of the syndrome vector. It is well-known that the Fast Fourier Transform (FFT) can be used to compute it [3], but the practical implementation of this idea meets certain difficulties. The problem is that most existing FFT algorithms are inefficient if only a small fraction of Discrete Fourier Transform (DFT) components needs to be computed, which is the case of syndrome evaluation. This problem has been addressed in e.g. [9].

In this paper, we propose the application of the cyclotomic FFT algorithm [8] to this problem. The structure of the cyclotomic FFT allows one to efficiently evaluate partial Fourier transforms leading to dramatic reductions in the complexity. It must be recognized, however, that the application of the suggested algorithm makes sense only if the whole word to be decoded is fed into the decoder simultaneously, not symbol-by-symbol. Such situation occurs, for example, in the decoding of a Reed-Solomon outer code concatenated with some sufficiently long inner code, as specified in e.g. CCSDS 101.0-B-4 and IEEE 802.16 standard [4].

The paper is organized as follows. In section 2 the cyclotomic FFT algorithm is reviewed. Section 3 describes its application to the syndrome evaluation problem. Section 4 presents an example illustrating the developed techniques. Finally, conclusions are drawn in Section 5.

2 CYCLOTOMIC FFT

The cyclotomic FFT algorithm [8] is based on some properties of linearized polynomials, which are hereafter recalled for convenience.

Definition 1. A polynomial $L(y)$ over $GF(2^m)$ is called linearized if

$$L(y) = \sum_i L_i y^{2^i}, \quad L_i \in GF(2^m).$$

It can be easily seen that $L(a+b) = L(a) + L(b)$ holds for linearized polynomials. This property leads to the following Lemma, presented here in a slightly modified form with respect to that in [2].
Lemma 1. Let $x \in GF(2^m)$ and let $\beta = (\beta_0, \beta_1, \ldots, \beta_{m-1})$ be a basis of the field. If

$$x = \sum_{i=0}^{m-1} x_i \beta_i, x_i \in GF(2),$$

then

$$L(x) = \sum_{i=0}^{m-1} x_i L(\beta_i).$$

Let us consider cyclotomic cosets modulo $n = 2^m - 1$ over $GF(2)$:

$$\{0\},$$

$$\{k_1, k_1 2, k_1 2^2, \ldots, k_1 2^{m_1-1}\},$$

$$\ldots,$$

$$\{k_1, k_l 2, k_l 2^2, \ldots, k_l 2^{m_l-1}\},$$

where $k_s \equiv k_s 2^{m_s} \mod n$.

Then any polynomial $f(x) = \sum_{i=0}^{n-1} f_i x^i, f_i \in GF(2^m)$ can be decomposed as

$$f(x) = \sum_{i=0}^{l} L_i(x^{k_i}), \text{ where } L_i(y) = \sum_{j=0}^{m_i-1} f_{kj2^j \mod n} y^{2^j}. \quad (1)$$

In fact, (1) represents a way of grouping indices $0 \leq i < n$ of $f(x)$ terms into cyclotomic cosets: $i \equiv k_s 2^j \mod n$. Obviously, this decomposition is always possible. Note, that the term $f_0$ can be represented as $L_0(x^0)$, where $L_0(y) = f_0 y$.

Let us now consider the problem of computing the DFT of a polynomial $f(x)$, i.e. computing values $f(\alpha^j) = \sum_{i=0}^{n-1} f_i \alpha^{ij}, j = 0, n - 1$, where $\alpha$ is a primitive element of $GF(2^m)$. According to (1), $f(\alpha^j)$ can be represented as $f(\alpha^j) = \sum_{i=0}^{l} L_i(\alpha^j k_i)$. It is known [2], that $\alpha^{k_i}$ is a root of a minimal polynomial of degree $m_i \mid m$ and thus belongs to a subfield $GF(2^{m_i})$. Thus all the values $(\alpha^{k_i})^j$ lie in $GF(2^{m_i})$ and so they can be decomposed in some basis $\beta_i = (\beta_i 0, \ldots, \beta_i, m_i - 1)$ of the subfield: $\alpha^{k_i} = \sum_{s=0}^{m_i-1} a_{ijs} \beta_i^s, a_{ijs} \in GF(2)$. Then, according to Lemma 1,

$$F_j = f(\alpha^j) = \sum_{i=0}^{l} \sum_{s=0}^{m_i-1} a_{ijs} L_i(\beta_i^s), \text{ where } L_i(y) = \sum_{s=0}^{m_i-1} f_{kj2^j \mod n} y^{2^j}. \quad (2)$$

This equation can be represented in matrix form as

$$F = ALf, \quad (3)$$

where $F$ and $f$ are vectors consisting of some permutations of elements $F_j$ and $f_i$, respectively, $A$ is a matrix with elements $a_{ijs} \in GF(2)$ and $L$ is a block diagonal matrix with elements $\beta_i^{2^s}$.

It is possible to choose the same basis for all the linearized polynomials of the same degree $m_i$ in (1) and obtain a very small amount of different blocks in the matrix $L$. This can simplify the problem of constructing a fast algorithm for multiplication of the matrix $L$ by a vector $f$ over $GF(2^m)$. Moreover, if one chooses the normal basis $\beta_i$ in (2), then all the blocks of the matrix $L$ are circulant matrices. Thus, the multiplication by this matrix can be considered as a problem of computing a set of cyclic convolutions of degree $m_i \mid m$. Since a lot of efficient algorithms for computing cyclic convolutions of various lengths are known, the complexity of the FFT algorithm is significantly reduced. For computing the product $AF$ one can use either the "Four Russians’" algorithm [1], the Lipnitsky-Stroynikova method [7], or a computer-optimized sequence of additions.

3 Computing the Syndrome Polynomial

In this section, we will solve the problem of computing the syndrome polynomial for classical RS codes by applying the cyclotomic FFT algorithm in an efficient way. Let $S(x) = \sum_{i=0}^{2^t-1} S_i x^i$ be the syndrome polynomial, where $t$ is the
number of errors correctable by the code. It is well-known [3] that the coefficients of the syndrome polynomial can be computed as

\[ S_i = D(a^i), \quad i = 0..2t - 1 \]

where \( D(x) = \sum_{i=0}^{n-1} D_i x^i \) is the polynomial corresponding to the data vector to be decoded.

It can be recognized that computing \( S_i \) corresponds to evaluating the partial Discrete Fourier Transform of \( D(x) \). However, the direct application of the cyclotomic algorithm (3) would require the evaluation of all cyclic convolutions, so that the algorithm would have the same number of multiplications as for a complete DFT.

Since both matrices \( A \) and \( L \) are invertible, from (3) the following representation of the inverse DFT can be derived:

\[ f = L^{-1} A^{-1} F. \tag{4} \]

It is possible to show that blocks of \( L^{-1} \) consist of elements of bases \( \beta'_i \) which are dual to \( \beta_i \) [5], that is, the blocks of \( L^{-1} \) are also circulants. By recalling that the direct and inverse Fourier transforms differ only by a fixed permutation and by observing that the inverse of the matrix \( L \) is also a block diagonal matrix consisting of circulants, we can conclude that (4) does also represent an FFT algorithm.

However, in this case, if one needs to evaluate only a fraction of the vector \( f \) components, it is sufficient to perform multiplications only by those blocks of \( L^{-1} \) which occupy the corresponding rows of this matrix. This dramatically reduces the overall number of multiplications. Moreover, we note, that it is not necessary to compute the whole product \( A^{-1} F \), but only the elements corresponding to the required blocks of \( L^{-1} \) should be evaluated. This is equivalent to truncating the matrix \( A^{-1} \), thus reducing the overall number of additions.

Most existing cyclic convolution algorithms for computing \( c(x) = a(x)b(x) \mod x^m - 1 \) can be represented as [6, 3]

\[
\begin{pmatrix}
    c_0 \\
    c_1 \\
    \vdots \\
    c_{m-1}
\end{pmatrix} = P \begin{pmatrix}
    a_0 \\
    \vdots \\
    a_{m-1}
\end{pmatrix} = S_1 \begin{pmatrix}
    b_0 \\
    \vdots \\
    b_{m-1}
\end{pmatrix} = S_2 \cdot S_1 \begin{pmatrix}
    \beta'_0 \\
    \vdots \\
    \beta'_{m-1}
\end{pmatrix},
\]

where \( P, S_1, S_2 \) are some binary postsummation and presummation matrices and \( x \cdot y \) denotes componentwise multiplication of vectors \( x \) and \( y \). Hence, (4) can be rewritten as

\[ f = P' \left( (S'_1 \Gamma) \cdot (S'_2 A^{-1} F) \right), \tag{5} \]

where \( P', S'_1 \) and \( S'_2 \) are combined post- and presummation matrices, and \( \Gamma = (\beta'_0, \ldots, \beta'_{m_0-1}, \beta'_1, \ldots, \beta'_{m_1-1}, \ldots) \) is combined vector of \( L^{-1} \) elements. More specifically, matrices \( P', S'_1 \) and \( S'_2 \) are block-diagonal matrices composed of \( P, S_1 \) and \( S_2 \) matrices corresponding to cyclic convolutions given by blocks of matrix \( L^{-1} \) (see Section 4 for the example). Note, that vector \( C = S'_1 \Gamma \) can be computed beforehand. Since most cyclic convolution algorithms have a number of rows in \( S_1 \) consisting only of 1’s, the multiplication of \( \Gamma \) by these rows would lead to \( \sum_{s=0}^{m-1} \beta'_{i,s} \). Since \( \beta'_i \) is the dual basis of \( \beta_i \), this quantity is always equal to 1, so that some multiplications in (5) are actually not required. Moreover, if one computes partial DFT, it is not necessary to perform multiplications by all rows of \( P' \). By striking out these rows, a number of columns in \( P' \) become zero columns, which implies in turn that one does not need to compute some products in square brackets in (5). Furthermore, by changing the order of the basis elements \( \beta'_{i,s} \), one can alter the number of non-zero columns remaining after striking out unused rows and, thus, the number of multiplications to be eliminated. Note, that one can easily check all basis reordering to the best one, i.e. the one minimizing the number of multiplications.

This optimization is possible due to the fact that cyclic convolution algorithms which are proved to be optimal (such as Winograd ones [3]) are not optimal anymore if one computes only a fraction of the cyclic convolution components. For example, the 4-point cyclic convolution algorithm in [3] has the following postsummation matrix:

\[
P = \begin{pmatrix}
    1 & 0 & 1 & 0 & 0 & 1 & 0 \\
    1 & 0 & 1 & 0 & 1 & 0 & 0 \\
    1 & 1 & 0 & 1 & 0 & 1 & 0 \\
    1 & 1 & 0 & 0 & 1 & 1 & 0
\end{pmatrix}
\]

If one strikes out the two middle rows, only two zero columns are obtained, but by striking out the first two rows it is possible to obtain three zero columns.

Note, that the described method for constructing FFT (or syndrome evaluation) algorithm does not require any manual optimizations and it can be implemented in a computer program. In fact, all examples presented in this paper were constructed automatically by such a program.
4 Example of application

This section presents a small example illustrating the techniques described above. A polynomial \( f(x) = \sum_{i=0}^{6} f_ix^i \), \( f_i \in GF(2^3) \) can be represented as

\[
\begin{align*}
    f(x) &= L_0(x^0) + L_1(x) + L_2(x^3) \\
    L_0(y) &= f_0y \\
    L_1(y) &= f_1y + f_2y^2 + f_4y^4 \\
    L_2(y) &= f_3y + f_6y^2 + f_5y^4.
\end{align*}
\]

Let \((\gamma, \gamma^2, \gamma^4), \gamma = \alpha^3\) be a normal basis of \(GF(2^3)\), where \(\alpha\) is a root of the primitive polynomial \(x^3 + x + 1\). Then the Discrete Fourier Transform of \(f(x)\) can be represented as

\[
\begin{align*}
    f(\alpha^0) &= L_0(\alpha^0) + L_1(\alpha^0) + L_2(\alpha^0) = L_0(1) + L_1(\gamma) + L_1(\gamma^2) + L_1(\gamma^4) + L_2(\gamma) + L_2(\gamma^2) + L_2(\gamma^4) \\
    f(\alpha^1) &= L_0(\alpha) + L_1(\alpha) + L_2(\alpha^3) = L_0(1) + L_1(\gamma^2) + L_1(\gamma^4) + L_2(\gamma) \\
    f(\alpha^2) &= L_0(\alpha^2) + L_1(\alpha^2) + L_2(\alpha^6) = L_0(1) + L_1(\gamma) + L_1(\gamma^4) + L_2(\gamma^2) \\
    f(\alpha^3) &= L_0(\alpha^0) + L_1(\alpha^3) + L_2(\alpha^2) = L_0(1) + L_1(\gamma) + L_2(\gamma) + L_2(\gamma^4) \\
    f(\alpha^4) &= L_0(\alpha^0) + L_1(\alpha^4) + L_2(\alpha^5) = L_0(1) + L_1(\gamma) + L_1(\gamma^2) + L_2(\gamma^4) \\
    f(\alpha^5) &= L_0(\alpha^3) + L_1(\alpha^5) + L_2(\alpha) = L_0(1) + L_1(\gamma^4) + L_2(\gamma^2) + L_2(\gamma^4) \\
    f(\alpha^6) &= L_0(\alpha^0) + L_1(\alpha^6) + L_2(\alpha^4) = L_0(1) + L_1(\gamma^2) + L_2(\gamma) + L_2(\gamma^2).
\end{align*}
\]

These equations can be rewritten in matrix form as

\[
F = \begin{pmatrix} F_0 \\ F_1 \\ F_2 \\ F_3 \\ F_4 \\ F_5 \\ F_6 \end{pmatrix} = \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 & 0 \end{pmatrix} \begin{pmatrix} L_0(1) \\ L_1(\gamma) \\ L_1(\gamma^2) \\ L_1(\gamma^4) \\ L_2(\gamma) \\ L_2(\gamma^2) \\ L_2(\gamma^4) \end{pmatrix} = ALf.
\]

Note, that each non-zero block of the second matrix is circulant.

By inverting matrices \(A\) and \(L\), the following Inverse Fourier Transform algorithm can be obtained:

\[
f = \begin{pmatrix} f_0 \\ f_1 \\ f_2 \\ f_3 \\ f_4 \\ f_5 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & \gamma^1 & \gamma^2 & \gamma^4 & 0 & 0 \\ 0 & \gamma^2 & \gamma^4 & \gamma^1 & 0 & 0 \\ 0 & 0 & 0 & \gamma^1 & \gamma^2 & \gamma^4 \\ 0 & 0 & 0 & \gamma^2 & \gamma^4 & \gamma^1 \\ 0 & 0 & 0 & \gamma^4 & \gamma^1 & \gamma^2 \end{pmatrix} \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} F_0 \\ F_1 \\ F_2 \\ F_3 \\ F_4 \\ F_5 \end{pmatrix} = L^{-1}A^{-1}F.
\]
Since direct and inverse DFT are symmetrical, we obtain the following expression for computing the DFT:

\[
\tilde{F} = \begin{pmatrix} F_0 \\ F_6 \\ F_5 \\ F_3 \\ F_4 \\ F_1 \\ F_2 \end{pmatrix} = \text{L}^{-1} A^{-1} \tilde{F} = \text{L}^{-1} A^{-1} \tilde{f},
\]

where \( \tilde{F} \) and \( \tilde{f} \) are some permutations of \( F_j \) and \( f_i \). The following algorithm [3] can be used to compute the 3-point cyclic convolution \( b_i(x) = b_{i,0} + b_{i,2}x + b_{i,1}x^2 = (\gamma + \gamma^4 x + \gamma^2 x^2)(a_{i,0} + a_{i,1}x + a_{i,2}x^2) \mod (x^3 - 1) \):

\[
b_i = \begin{pmatrix} b_{i,0} \\ b_{i,1} \\ b_{i,2} \end{pmatrix} = \begin{pmatrix} 1 & 0 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 0 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} a_{i,0} \\ a_{i,1} \\ a_{i,2} \end{pmatrix}.
\]

Since \( \gamma + \gamma^2 + \gamma^4 = 1 \), one can see that multiplication of a vector by each block \( \begin{pmatrix} \gamma^1 & \gamma^2 & \gamma^4 \\ \gamma^4 & \gamma^1 & \gamma^2 \\ \gamma^1 & \gamma^4 & \gamma^2 \end{pmatrix} \) requires 3 multiplications, 4 pre- and 5 postsummations over \( GF(2^3) \). By combining this algorithm with (6) one can obtain

\[
\begin{pmatrix} F_0 \\ F_6 \\ F_5 \\ F_3 \\ F_4 \\ F_1 \\ F_2 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 1 \\ 1 \\ 0 \end{pmatrix} \quad A^{-1} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \\ f_3 \\ f_4 \\ f_5 \\ f_6 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} = P' \begin{pmatrix} S_1 \Gamma \cdot S_2 A^{-1} f \end{pmatrix}.
\]
wardly. Hence one obtains the following FFT-7 algorithm:

\[
\begin{align*}
V_{10} &= f_3 + f_5 & V_8 &= f_5 + V_9 \\
V_{11} &= f_1 + V_{10} & V_{13} &= f_6 + F_0 \\
V_2 &= f_2 + V_{11} & V_1 &= V_{10} + V_{13} \\
V_6 &= f_4 + V_11 & V_5 &= V_1 + V_{12} \\
V_9 &= f_6 + V_2 & V_7 &= V_6 + V_8 \\
V_{12} &= f_4 + V_9 & V_4 &= V_7 + V_{10} \\
F_0 &= f_0 + V_{12} & V_3 &= V_2 + V_4,
\end{align*}
\]

\[
\begin{align*}
V_{14} &= V_2 \alpha & V_{17} &= V_6 \alpha \\
V_{15} &= V_3 \alpha^2 & V_{18} &= V_7 \alpha^2 \\
V_{16} &= V_4 \alpha^4 & V_{19} &= V_8 \alpha^4,
\end{align*}
\]

\[
\begin{align*}
T_1 &= V_1 + V_{16} & T_4 &= V_{17} + V_{18} \\
T_2 &= V_{14} + V_{15} & T_3 &= V_5 + V_{19} \\
F_6 &= V_{15} + T_1 & F_4 &= V_{18} + T_3 \\
F_5 &= V_1 + T_2 & F_1 &= V_5 + T_4 \\
F_3 &= V_{14} + T_1 & F_2 &= V_{17} + T_3.
\end{align*}
\]

This algorithm requires 6 multiplications and 24 additions and appears to be the best known 7-point FFT for \(GF(2^3)\).

If one needs to evaluate only \(F_0\) and \(F_1\) (syndrome components for \((7, 5, 3)\) Reed-Solomon code over \(GF(2^3)\)), then (7) reduces to

\[
\begin{pmatrix} F_0 \\ F_1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ \gamma^2 + \gamma^4 \\ \gamma + \gamma^4 \end{pmatrix} \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \\ f_3 \\ f_4 \\ f_5 \\ f_6 \end{pmatrix}.
\]

This leads to the following algorithm for computing two components of DFT:

\[
\begin{align*}
T_0 &:= f_5 + f_6; & T_7 &:= f_3 + T_3 \\
T_1 &:= f_2 + f_4; & T_8 &:= T_1 + T_6 \\
T_2 &:= f_0 + f_3; & T_9 &:= f_5 + T_7 \\
T_3 &:= f_1 + f_4; & T_{10} &:= \alpha T_9 \\
T_4 &:= T_0 + T_2; & T_{11} &:= \alpha^2 T_5 \\
T_5 &:= T_0 + T_1; & T_{12} &:= T_{10} + T_{11} \\
T_6 &:= f_1 + T_4;
\end{align*}
\]

\[
\begin{align*}
F_0 &:= T_8; & F_1 &:= T_4 + T_{12}.
\end{align*}
\]

Note, that if we change the order of normal basis elements (e.g., \((\gamma^2, \gamma^4, \gamma)\)) this would cause the order of rows in matrix \(P\) to change. Since its rows are in general not symmetric, it is possible to find an order of elements for which the rows in the required positions are such that the number of zero columns in them is maximal, thus minimizing the total number of multiplications. The above example does not illustrate this effect, but by studying matrix representation of cyclic convolution algorithms presented in [3] one can find that complexity savings due to this effect may be very significant.

Since this is very simple example, it does not show any advantage compared to the conventional syndrome evaluation methods. However, it demonstrates the main ideas of the proposed method:
Table 1: Complexity of syndrome evaluation algorithms for some RS codes

<table>
<thead>
<tr>
<th>Code</th>
<th>Suggested algorithm</th>
<th>Horner rule</th>
<th>Zakharova’s method</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n, k, d))</td>
<td>(N_{mul})</td>
<td>(N_{add})</td>
<td>(N_{mul})</td>
</tr>
<tr>
<td>((255, 253, 3))</td>
<td>7</td>
<td>508</td>
<td>254</td>
</tr>
<tr>
<td>((255, 251, 5))</td>
<td>17</td>
<td>905</td>
<td>762</td>
</tr>
<tr>
<td>((255, 249, 7))</td>
<td>27</td>
<td>1250</td>
<td>1270</td>
</tr>
<tr>
<td>((255, 247, 9))</td>
<td>37</td>
<td>1643</td>
<td>1778</td>
</tr>
<tr>
<td>((255, 245, 11))</td>
<td>45</td>
<td>1909</td>
<td>2286</td>
</tr>
<tr>
<td>((255, 243, 13))</td>
<td>55</td>
<td>2350</td>
<td>2794</td>
</tr>
<tr>
<td>((255, 241, 15))</td>
<td>65</td>
<td>2689</td>
<td>3302</td>
</tr>
<tr>
<td>((255, 239, 17))</td>
<td>75</td>
<td>2938</td>
<td>3810</td>
</tr>
<tr>
<td>((255, 223, 33))</td>
<td>149</td>
<td>5046</td>
<td>7874</td>
</tr>
</tbody>
</table>

1. Construction of the inverse cyclotomic FFT algorithm.
2. Elimination of some multiplications by appropriate selection of normal basis ordering.

Table 1 presents the complexity (number of multiplications and additions) of some syndrome evaluation algorithms in terms of number of multiplications and additions. We compare the described algorithm with the Horner rule applied to the syndrome evaluation problem and with the algorithms produced by the FFTDesigner program by T. Zakharova, which is based on the development presented in [9, 10].

The suggested algorithm is based on the same properties of finite fields as the method presented in [9, 10], but it employs more efficient multiplication reduction techniques (incomplete cyclic convolution optimization) and summation optimization. So it considerably outperforms not only the straight-forward rule, but also the Zakharova’s method.

5 Conclusions

In this paper we have presented an algorithm for computing syndrome polynomial required by classical Reed-Solomon decoders. The algorithm is based on cyclotomic FFT and has much smaller complexity than conventional syndrome evaluation techniques. It also allows automatic construction of highly-optimized program code. It has to be recalled that the application of the algorithm makes sense only if all symbols of the word to be decoded are supplied simultaneously to the syndrome evaluation block. This is a quite common situation, e.g. occuring in the decoders of Reed-Solomon codes concatenated with some other codes.
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